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A novel double-talk detector based on
pattern classification
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Abstract: This paper presents a novel double-talk detector (DTD) based on a nearest neighbor
line (NNL) classifier. The underline idea is to use the feature information sufficiently and to design
the DTD with pattern classification method. This paper analyzes 2 main kinds of conventional

DTD, Geigel and DTD based on correlation,

from the perspective of pattern classification, and

then gives a new design method of DTD. A novel nonparametric classifier called NNL classifier is
introduced to detect double-talk. NNL classifier has low computation cost and good performance.
With NNL classifier, we fuse several conventional DTD and avoid the problem of making a fixed
threshold, which exists in most of the conventional DTD. So the NNL-DTD is robust in adverse
conditions. Experiments show that the proposed approach is more effective than conventional methods.
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1 INTRODUCTION

Echo canceling is an essential portion of sp-
eech communication systems. Adaptive echo cance-
llers (AEC) of finite impulse response filter type
have been dominant among the echo cancellers. A
double-talk detector (DTD) plays a very important
role in a practical AEC. According to the decision
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Figl A AEC system with DTD
of the DTD, the adaptive filter updates its coeffi

cients during single-talk periods and freezes adap-
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tation during double-talk periods to avoid unwanted
divergence. Fig.1 shows an AEC system with dou-
ble-talk detection.

The paper is organized as follows: In section 2,
we review the Geigel algorithm and correlation al-
gorithm from the perspective of pattern classifica-
tion. The proposed algorithm (NNL-DTD)

sented in section 3. Section 4 is devoted to the

is pre-

experiments. Discussion and conclusion are given in
section 5.

2 CONVENTIONAL DTD

In this section, we try to explain the design
process of DTD from the perspective of pattern
classification. The double-talk detector is viewed as
a binary classifier. The design process of a classi
fier contains follow phases:

2.1 Geigel

(1) Collecting a group of training data in the
form(w, C):

w=(;) =(r4(k)), C={0,1} (1)
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(2) Design a classifier ggigi(w) from the train-

ing data:
Ogigei( @) =H (@1~ 1) (3)
H(x)= 1 0e0) 4
=], (x<0) (4)

¢ is chosen according to the training data set
{(wij, C) Yoz LN
2.2 Correlation DTD

Seon Joon park et al proposed a DTD based
on two cross-correlationst:

(1) The cross-correlation coefficient between the
microphone input and the estimated echo p,5(k).

(2) The cross-correlation coefficient between the
microphone input and the residual error of echo
canceller px(k).

The cross-correlation coefficients p,4 (k) and
p=(K) are defined as follows:

a(K) = P.i(K) 5
PO e i Paio ©

Pze( k) ( 6)
VP(K)- P(k)

where P3(Kk) is the power of the estimated a-

p=(K)=

coustic echo signal, P,(k) is the power of the mi-
P, (k)
between the microphone input and the estimated a-

crophone input signal, is the cross-power
coustic echo signals, P.(k) is the power of the er-
and P.(Kk)
the microphone input and the error signals.
Fig.2 shows the decision flow of this DTD.

ror signal, is the cross-power between
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Fig.2 The design flow of Park's DTD

3 NNL-DTD

We use 4 features to training classifier. The 4
features are ry(k), p.a(K), p=(K) and px(K).
— Px(K)
VT 0y (7)
w=(w1, Wy, W3, W)
=(rz(K) . p2a(K) . pz(K) . p(K)) (8)
Given a sample point set {wi }io1 j= . b€
longing to 2 classes, where w;! represents the jth
point of the ith class, and N; is the number of the
points of the ith class. Let w be the query point.
For the ith class. For any two sample points w"

and o, a feature line (FL) o{"w" passing through
them is generalized and the FL distance between
o and o is given as:
d(@, o) =[x Pl (9)
The nearest neighbor line (NNL) is the NL
with the lowest neighbor line distance over all 2

classes. Suppose that the NNL is we"PwN?, then
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we have w"Yw."?=argmind(x, o"Pw?). The in-
1

dex number ¢ is used as the classification result

of the unknown query point.

4 EXPERIMENTS

To test the performance of the proposed me-
thod, we extracted training data from 8 segments of
speech in different environments. 4 points in double-
talk period and 4 points in single-talk period were
picked from each segment of speech. NLMS algo-
rithm is used for adaptive filter. 10 other segments
of speech were used for test. Fig.4 show one of
the results.

The experiments are implemented with the MA-
TLAB. The microphone input mixes local speech
and the echo of far speech. The far speech exists
from the 2-3.8 second, so the local speech indi-
cates the double-talk period. The black bars in
loner 3 graphs indicate the happening of the dou-
ble-talk. The Geigel DTD is inclined to judge some
double-talk periods (low voice level) as single-talk
periods. The Correlation DTD is inclined to judge
some single-talk periods as double-talk periods.
Comparing the conventional DTD, The proposed alg-
orithm obtained better performance.
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Fig.3 Comparison of 3 kinds of DTD

5 CONCLUSIONS

In this paper, an efficient DTD, called NNL-

DTD, is presented for AEC. Different from con-
ventional DTDs, it is designed by a new method
which make it fuse more feature to help judge
double-talk periods and avoid the problem of fixed
threshold. The use of NNL classifier makes the
DTD easy to implement and to have a low compu-
tational cost. In the future, if the new feature of
double-talk is found, it can be easily add in the
proposed DTD. The development of pattern classifi-
cation also could offer a high efficient and low
cost method to implement the classifiers. Not only
the proposed DTD, but also the proposed design
method, contributes to the design of DTD.
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